Abstract

The objectives of this paper are to present progress in crop growth modelling for decision support in the South African sugarcane industry, and to discuss possible directions towards better exploitation of the tools developed at SASRI. It is shown that their dynamic nature and process orientation make simulation models particularly useful as a basis for decision support systems (DSS) in crop management as well as for strategic decision-making. An overview of models and applications developed at SASRI is presented, and possible issues for future developments are discussed. These include possible refinements (e.g. regarding cane quality) and the inclusion of additional management practices (and their economics), such as fertilisation, trash and ripener. First and foremost it is necessary to assess actual DSS use and investigate the factors that inhibit (or enhance) adoption. To develop DSS tools that comply with the needs of the industry, potential beneficiaries must be involved from an early stage. This would also improve the synergies between research, model development and decision support.
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Introduction

Human beings do not take any conscious decision without consulting a model to assess the consequences of alternative options. These decisions range from ‘whether or not to take an umbrella to go to work’ to ‘closing (or not closing) a contract to deliver a certain quantity of sugar at some moment in the future’. The models consulted are mostly conceptual models that exist in our minds. They are based on a combination of formal knowledge, empirical evidence accumulated over the years (called experience) and an intricate blend of other factors called ‘intuition’ or ‘gut feeling’. Such mental models are very good at dealing with unstructured information and complex interactions between physical, social, psychological and economic phenomena. Moreover, they tend to be user-friendly, rapid and cheap. Mental models do, however, have weaknesses:

- Their ease of use and speed tend to decrease tremendously when they involve arithmetic operations, particularly when dealing with large sets of numbers.
- They are difficult to explain or transfer to others.
- Emotive aspects may contaminate rational aspects, affecting a correct assessment of the consequences of alternative decisions.
- Their great versatility and adaptability make it difficult to make an objective assessment of their accuracy.

These weaknesses are of extreme importance in agricultural decision support. They are addressed by additional tools such as decision trees, information sheets, nomograms or look-up tables, such as those that form the basis of the South African Sugarcane Research Institute.
(SASRI) fertiliser advisory services (FAS). These tools have proven to be of great practical value over the past 80 years or more. However, they also become limiting when many calculations are needed, for example when keeping track of day-to-day changes in soil water content for irrigation management. Computers then seem to be the ideal solution because: (i) they can quickly and accurately perform complex calculations on huge sets of numbers and (ii) the program code to effect the calculations is well established, which facilitates testing and transfer to different conditions and by different persons. On the other hand, computer programs are expensive to develop and lack the versatility and adaptability of the human mind.

The above illustrates the complementarity of computers and the human mind with regard to their utility for decision support: The strengths of one offsets the weaknesses of the other, and vice versa.

The objectives of this paper are to present the state of crop growth modelling and discuss the way forward for decision support in the South African sugarcane industry. It is explained and illustrated why crop growth models are particularly useful as a basis for decision support systems (DSS\(^1\)) in crop management as well as for strategic decision-making and exploratory studies. An overview is given of models and applications developed at SASRI, and issues for possible future developments are discussed. Particular attention is given to the challenge to enhance the adoption and use of DSS tools by the industry, as discussed against the background of published experience and theory elsewhere.

**Characteristics of crop growth simulation models**

**Introduction**

Crop growth modelling began in the 1960s with the aim of increasing insight into crop growth processes by a synthesis of knowledge expressed in mathematical equations (Bouman et al., 1996). The first decades following its inception were marked by ever-expanding models of increasing complexity, and optimism about the imminent replacement of costly field trials with cheap computer studies (Sinclair and Seligman, 1996). This was followed by a period of introspection during the 1990s, and it became clear that simulation modelling should be seen as a complementary tool for - rather than a cheap alternative to - classical research. In research, model development has now reached a more mature phase, where it is generally acknowledged as an invaluable aid to understanding the dynamic interactions between crop growth and the environment, linking different disciplines, helping to expose gaps in our knowledge, and exploring new fields of research that could never be addressed by field experimentation alone (Goudriaan, 1996; Boote et al., 2001; Hammer et al., 2002).

**Basic principles**

The spatial unit or ‘system’ described in most crop growth models is a crop plus the rootable soil below that crop. Some models operate at a farm, watershed or higher level, but calculations are usually done for points that are considered representative for individual fields, homogeneous soil units or grid-cells in a geographic information system (GIS).

\(^{1}\) SASRI commonly uses the term Decision Support Program (DSP), whereas the term Decision Support System predominates in the international scientific literature. To avoid confusion, the term DSS is used throughout this text.
A schematic representation of a simple crop growth model is given in Figure 1. The method of describing the system dynamics is based on the so-called ‘state variable approach’. As explained by Leffelaar (1993), this approach distinguishes three kinds of variables: (i) state variables, indicating quantities, such as leaf biomass per unit area; (ii) driving variables, referring to external factors such as solar radiation; and (iii) rate variables, indicating flows or rates of change.

Rate variables are determined by the state and driving variables according to our biophysical understanding. For example, the photosynthesis rate can be calculated at every time \( t \) on the basis of leaf area, water availability, temperature and solar radiation. Once all rate variables are calculated, the state variables are updated for time \( t + \Delta t \); e.g. for the biomass of living leaves, \( L \):

\[
L_{t + \Delta t} = L_t + (G_t - S_t) \Delta t
\]

where \( G_t \) is the leaf growth rate, and \( S_t \) is the rate of leaf senescence at \( t \). This procedure is repeated using the new values of the state variables as a starting point, and so on. It is important that the time interval \( \Delta t \) is sufficiently small to capture the dynamics of the rate variables. Most crop growth models use a time interval of one day.

The number of state variables that can be distinguished in cropping systems is discouragingly large. Not only the mass of the leaves is important, but also their surface area, position and biochemical composition. Weeds, soil animals and micro-organisms could also be included. It is possible to continue in this way ad infinitum. Therefore, attempts at constructing models on the basis of a full knowledge of all the biological, physical and chemical processes are completely unrealistic. Most crop growth models, including the sugarcane model CANEGRO (Singels and Bezuidenhout, 2002) keep track of some 50 to 100 state variables on the basis of approximately 10 driving variables, including daily weather data and management data such as irrigation and dates of planting and harvesting.

Figure 1. Relational diagram for the calculation of biomass accumulation in a simple sugarcane model. State variables are indicated by rectangles; rate variables by valves (\( \bigtriangleup \)); driving variables are underlined. Ellipses indicate so-called intermediate functions. Solid arrows: fluxes (mostly of material); traced arrows: influences. Variables in red are part of the interface with a water balance module. Adapted from Bouman et al. (1996) and van Laar and Goudriaan (1997).
During their life cycle, crops are influenced by varying conditions affecting growth in varying ways. For example, a dry spell during canopy closure has a totally different effect on yield than a dry spell during ripening. Crop growth models that use calculations with daily time intervals have the potential to account for subtle changes even before they can be noticed visually.

The role of crop growth models in agricultural decision support

It is clear from the previous sections that, where the dynamics in crop growth have to be accounted for, nomograms, information sheets and mental models fall short in supporting agricultural decision making. Static yield models (e.g. Brüggemann et al., 2001) are of no relevance to crop growth analysis and they lack the cause-effect mechanisms through which simulation models offer the possibility of assessing the consequences of alternative management.

These perceptions have resulted in an overwhelming number of applications as reported by Ten Berge and Stein (1997), Tsuji et al. (1998), Kropff et al. (2001), Ahuja et al. (2002), Matthews et al. (2002) and van Ittersum and Donatelli, (2003). An overview of applications for sugarcane internationally, is given by Inman-Bamber et al. (2001).

The role of crop growth models in decision support varies in accordance with the scope of the decisions concerned. The following paragraphs distinguish operational/tactical, strategic and exploratory scopes of decision making.

Support to operational and tactical decision making

The term ‘operational’ refers to decisions that are taken on a day-to-day basis (Stephens and Middleton, 2002a). Tactical decisions are typically taken at the beginning of a year or growing season. Crop growth models to support such decisions have been developed and applied, e.g. to optimise the timing of planting and harvesting (Bezuidenhout et al., 2002), for irrigation scheduling (Bristow and Keating, 2003; Singels et al., 1998), and to support nutrient management (Keating et al., 1997).

Model output can be prescriptive, indicating, for example, when to irrigate and how much. More commonly, however, output is provided as conditional; for example, what yield can be expected if certain decisions are taken (e.g. to apply x mm of irrigation water next week instead of today). Such ‘what-if?’ models give the user the freedom to analyse trade-offs between the biophysical aspects and other dimensions of decision making which are better accounted for by mental models.

Another type of tactical decision support is crop forecasting (Everingham et al., 2002), i.e. the prediction of climate and related yields over the current season or year. Crop forecasting can be of equal interest to growers, processors and the trading and marketing sectors, as well as to government bodies dealing with trade regulations or food security (van Diepen and van der Wal, 1995).

Support to strategic decision making

Strategic decision making typically refers to assessments of the impact of major changes in land management or substantial investments (Stephens and Middleton, 2002b). Examples are the introduction of new crops, trash blanketing versus burning (van Antwerpen et al., 2002), alternative nutrient management strategies (Thorburn et al., 2004), land purchase, and investments in irrigation (Singels et al., 1999b; Lisson et al., 2000).
More indirect forms of support to strategic decision making include environmental impact studies regarding nitrate leaching (Keating et al., 1997), yield benchmarking (Singels et al., 1999a; Inman-Bamber et al., 2001) and the calculation of attainable yields in land evaluation studies (Rossiter DG (2003). Biophysical models in land evaluation. In: WH Verheye (Ed). Land Use and Land Cover. Encyclopedia of life support systems (EOLSS). Developed under the auspices of UNESCO. Oxford, EOLSS Publishers, Oxford, UK (www.eolss.net: Topic 1.5.27). Yield benchmarking uses calculated attainable yields as a reference against actual yields. The difference between the two is called the yield gap (Matthews, 2002). At the farm level, fields with consistently large yield gaps require closer inspection for improved management. At a ward level, yield gap analysis provides insights to distinguish well-managed from poorly managed farms and, at the country level, governments may address regions with a large yield gap but high attainable yields as those where investments in agricultural development may be the most rewarding (IAC (2004). Realizing the promise and potential of African agriculture. Amsterdam, InterAcademy Council (available on www.interacademycouncil.net).

Exploratory use to support policy making

The exploratory use of crop growth modelling for decision support to governments or other entities, to develop more targeted innovation or adaptation policies, is mainly related to long term assessments. These include the possibilities of feeding the world population (e.g. Buringh et al. 1975), and the effects of climate change on crop production (Cheero-Nayamuth et al., 2000; Cheero-Nayamuth and Nayamuth, 2001). Today, exploratory studies often elaborate on scenarios of different possible socio-economic futures in which, for example, climate change would have different consequences (e.g. Parry et al., 2004). Such studies are usually conducted by interdisciplinary teams, using economic, environmental and other models in addition to crop growth models.

Limitations and pitfalls

Users of models should be aware of the limitations imposed by the quality of input data and the degree to which relevant processes are accounted for. On-farm comparisons between model results and actual yield records make sense only when reliable information on planting and harvesting dates and location-specific weather and soil data are available. Factors that are not accounted for in the model, such as pests, hailstorms and harvest losses should also be recorded. Simulated yields also contain inaccuracies as a consequence of the simplified process descriptions. Therefore, separating the effects of simulation errors from ‘true’ yield gaps requires statistical knowledge and at least basic understanding of the functioning of the model. Disappointing results can be expected when a model is applied outside the area of its original development without proper testing (van den Berg, 2000; Cheeroo-Nayamuth and Nayamuth, 2000). Such limitations are expected to decrease in time but will never completely disappear (Goudriaan, 1996). In this respect, results from crop growth models are not different from weather forecasts and macro-economic projections.

Crop growth models and applications developed at SASRI

CANEGRO (Inman-Bamber, 1991; Singels and Bezuidenhout, 2002)

The CANEGRO model is the detailed research model of SASRI, which can only be operated by specialists. It is a daily time step, point-based simulation model, primarily driven by canopy development and radiation interception for photosynthesis. Biomass is dynamically
distributed between different plant components - including stalk sucrose - based on crop age, water stress and temperature. Water movement (e.g. runoff, gravitational flow and root water uptake) is simulated in a multi-layered soil profile. Practical CANEGRO applications include:

- the establishment of yield potentials for irrigated and rainfed conditions in South Africa to assist in the planning and development of new sugar production projects (Inman-Bamber, 1995);
- the calculation of yield responses to irrigation, used by engineers of the Department of Water Affairs to upgrade the canal system of the Pongola scheme (Inman-Bamber et al., 2001);
- support to growers and millers in debates about the length of the milling season, by calculating the implications of an extended milling season for cane and sucrose yields (Inman-Bamber et al., 2001);
- evaluation of harvesting strategies for irrigated crops at Tala Valley in the Midlands and for rainfed crops at Tongaat on the north coast (Bezuidenhout et al., 2002).

**Canesim**

The Canesim model is a daily time step, point-based simulation model predominantly driven by water. For input, it requires the soil available water holding capacity and daily temperature, rainfall and reference evaporative demand as calculated by McGlinchey and Inman-Bamber (1996). The model accounts for partial canopy conditions and soil water content using a single layer soil profile. Yield is calculated as a function of transpiration. The water balance of Canesim is described by Singels et al. (1998), the canopy development by Singels and Donaldson (2000) and the yield calculation by Singels et al. (1999b). These publications also report on the validation of various aspects of the model against observed data. Canesim is the core model of the DSSs described below.

**Crop forecasting (Bezuidenhout and Singels, 2001, 2003; Bezuidenhout, 2004)**

The sugarcane yield forecasting system has been operational in South Africa since 2001. At the beginning of a year, mill operators use the forecasts to determine the opening and closure of the milling season, in order to maximise the quality of the cane crushed while staying within the mills operational capacity. Another tactical application of the model is to support decisions regarding future contracts for sugar sales on the world market. The calculations are performed for 48 homogeneous climate zones. Irrigation is simulated according to typical regional strategies, including water restrictions. The crop growth simulations use current weather data plus data from 10 historic seasons to substitute the (future) remainder of the season. The selection of these seasons is based on the climate outlook of the SA Weather Service. Country-level results (± monthly updates) are sent to 83 subscribers by e-mail. Results are also accessible through the internet, where different types of subscribers have access to different levels of information (countrywide, per mill or per homogeneous climate zone). For the March and April 2005 forecasts, 43 logins were registered from 13 different users.

**Internet yield benchmarking (Singels et al., 1999a)**

This was the first internet based Canesim DSS, and was intended for use by growers to benchmark their yields and to roughly schedule their irrigation applications. The DSS has a minimal choice of inputs, namely (i) soil available water holding capacity (mm over the rooting zone), (ii) a weather station that is updated daily and (iii) an irrigation strategy. No
systematic user data are available, but feedback suggests that the DSS is quite popular. It has been used by millers, growers, Extension Officers and scientists (de Lange and Singels, 2003). The main criticism has been the inability to save scenarios, and the oversimplified input options.

**SQR CaneSim (Olivier 2001)**

SQR CaneSim is intended as a more advanced desktop based version of the Internet yield benchmarking DSS. The DSS allows a user to enter an unlimited number of fields, and weather data may be imported whenever required. Additionally, users may keep their own raingauge and irrigation records that can be used in simulations. A workshop with a number of Extension Officers and scientists was held in March 2004, and a final bug-fix revision was released in November 2004. There are 39 registered SQR CaneSim users. Feedback from growers and consultants indicate the use of the DSS for irrigation scheduling, yield forecasting and yield benchmarking.

**SAsched (Lecler, 2004)**

SAsched is primarily an irrigation water management tool. It uses the same algorithms as CaneSim to describe canopy development and yield, but the description of the water balance is somewhat different. The major difference with CaneSim is that SAsched is spreadsheet-based. The reason for its development was that it was felt that many farmers find the other tools complex and off-putting to operate, while they are familiar and confident using spreadsheets.

**My CaneSim (Singels and Smith, 2004)**

The My CaneSim system provides the full functionality of the CaneSim crop model via the Internet. This has the advantages of centralisation, specifically, more efficient version control and maintenance, as well as the possibility of linking up to industry databases. The model is written in PL/SQL that operates on an Oracle database. Two types of users are envisaged, those who can manage virtual farms with several fields, and those conducting virtual research projects. Further developments envisaged are to promote more intuitive use and to increase execution speed.

A specific application of this system is the provision of simple real-time irrigation advice and yield forecasts to small-scale growers (Singels and Smith, 2004). The system uses real time weather data to estimate the amount of soil water available to the crop in each field of sugarcane and determines whether irrigation should continue, be stopped, or be resumed. Advice is automatically disseminated to individual growers by SMS through the cellular network. The system started during 2004 as a pilot project with eight growers on the Bivane small-scale irrigation scheme in Pongola. Indications are that top yields exceeding 120 t/ha will be achieved, with considerable water savings. The pilot project is being expanded with another 10 growers from the Bivane scheme (totalling 50% of the small scale growers on the Bivane scheme) and six on the Makatini flats irrigation scheme. It is planned to further expand this service and to explore its potential for assisting commercial growers to schedule irrigation with centre pivot systems.

**IrriEcon (Singels et al., 1999b)**

It is difficult to compare the economic gains from an expensive irrigation system with a less costly system with lower capacity and possible trade-off in yield, or to decide whether to forego irrigation altogether. IrriEcon was designed to be able to compare the economics of
two different irrigation systems using the outputs from Canesim (SQR Canesim, My Canesim or the Internet yield benchmarking system). IrriEcon is used by Extension Officers to help growers decide on the feasibility of upgrading their existing irrigation system, and whether to install an irrigation system on a dryland farm. Output from Canesim runs over several years are taken as input, using two different irrigation scenarios and associated costs. IrriEcon then compares the economics of the simulation runs on a year-by-year basis to help decide the most profitable system. IrriEcon has been used in a number of cases over the past few years to help growers decide on changes to their irrigation system.

**Issues for (possible) future developments at SASRI**

*Technological development*

The development of DSSs at SASRI is mainly inducted by research. New research projects are prepared by researchers, on the basis of their own ideas or requests from the industry, e.g. through the extension network. If suitable, the research outcomes are incorporated into CANEGRO. Enhancements that have been found relevant, after several years of testing, can be transferred to Canesim and Canesim based DSSs. Types of enhancements include (i) refinements, to improve model performance for current production situations (potential and water limited growth) and (ii) extensions, to take account of a more comprehensive menu of management options (e.g. fertilisers, different varieties). For obvious reasons, improvements in the user interface and data manipulation (e.g. automatic retrieval of weather data) can be incorporated directly into the DSS.

Until now, the emphasis has been on refinement rather than extension. Further refinements are deemed necessary (Donaldson *et al.*, 2003; Singels *et al.*, 2005), but projects for extension are featuring more prominently. Plans for refinement include:

- Improvement of the description of genotype-by-environment interactions affecting canopy development, biomass accumulation and partitioning at the crop level;
- a more ‘nuanced’ water uptake algorithm, to enable better assessment of the effects of mild water stress on sucrose accumulation and structural plant growth;
- improvement of the crop forecasting system, among others, by including cane quality.

The use of weather forecasts taking account of ENSO events will also be evaluated.

Projects to extend the capabilities of SASRI’s models with new management options include:

- Development of an algorithm that represents the green cane harvest trash blanket system by simulating sugarcane trash transformations over time, the effects of trash blankets on the crop and soil water balance, and on canopy development. A first exploration of the potential impact of trash blankets across the South African sugar regions used the Australian APSIM model (van Antwerpen *et al.*, 2002).
- Incorporation of a nitrogen-balance into the CANEGRO model. This submodel will have to take account of major N fluxes and transformations, such as fertiliser application, ammonia volatilisation, effects of harvest residues (trash, green tops), leaching, and the relationship between N-uptake and growth processes.
- Inclusion of an option to assess the effects of ripener application.

There are unlimited possibilities for further developments. These could include for example:
• Further refinements regarding the description of cane quality (RV), the effects of row spacing, the effects of soil compaction or waterlogging on sugarcane growth, and the functional balance between root and shoot growth.
• Inclusion of additional management practices such as P and K fertilisation, green manuring and the application of anti-flowering agents.
• Coupling or merging of crop models with economic models, environmental impact models and/or expert systems such as the trash economics DSS (Wynne and Van Antwerpen, 2004), the weed control DSS Ukhulacane (Bezuidenhout et al., 2001) or the DSS for variety optimization (Redshaw and Bezuidenhout, 2003).
• Development of a system for exploratory studies, e.g. to contribute to the calculation of the potential for alternative sugarcane products or bio-energy production in South Africa or globally.

Addressing DSS acceptance and utilisation

No systematic survey has been done so far to evaluate the DSS developed at SASRI in terms of adoption by Extension Officers, consultants, farmers and millers. However, the (scattered) data available suggest that DSS uptake and utilisation are much lower than what is possible and desirable. This problem is not restricted to South Africa or sugarcane (Cox, 1996; McCown, 2002a,b; Stephens and Middleton, 2002c), nor even to agriculture. An analogue to this problem at a much larger scale was recognised more than 30 years ago - and still persists - in business and industry McCown (2002a).

A first step to solve this problem in the context of SASRI DSSs, must be to investigate the actual use of the tools developed and the factors that inhibit (or enhance) their adoption. This could be done by market surveys, for example using the widely acknowledged Technology Acceptance Model (TAM), proposed by Davis (1989). The TAM considers two major causal pathways that determine adoption and use of new technologies: (i) their perceived utility (PU) and (ii) their perceived ease of use (PEOU). PU is the extent to which a person believes that using a certain technology will increase his/her performance, e.g. by making better informed decisions resulting in cost savings, increased production and/or reduced time pressures. PEOU is the extent to which a person believes that learning and applying the technology will be free from effort. According to the TAM, PU and PEOU can be assessed by questionnaires, which can easily be adapted to different technologies or software being considered for acquisition. The TAM has been used extensively to assess information technology acceptance and usage of e.g. on-line learning (Saadé and Bahli, 2005), internet banking (Lai and Li, 2005) and innovations in the dairy sector (Flett et al., 2004); but not for the assessment of DSS using crop models. As a first test of its potential appropriateness for such assessments, a list of reasons for poor adoption of model based DSSs in agriculture, assembled from Stephens and Middleton (2002c), was compared with the concepts of PU and PEOU. The results are presented in Table 1, and show that all but two cases can easily be related to PU and/or PEOU.

The first four and the last two factors mentioned in Table 1 are underlying causes for poor adoption. Most frequently mentioned is the lack of participation of potential beneficiaries prior to and during the development of the DSS (Meinke et al., 2001; Matthews et al., 2002). Frequent and intensive user involvement would at least increase the likelihood of better PUs and PEOUs. Experiences reported by Meinke et al. (2001) and Timlin et al. (2002) confirm

---

2 In fact, South African sugarcane DSSs were relatively frequently quoted in Matthews and Stephens (2002) as examples of useful applications.
this view. The most outstanding and best-documented example is FARMSCAPE, a participatory action research project which profoundly changed decision making among dryland farmers and their industry advisors in the grain/cotton region of northeast Australia (Carberry et al., 2002).

Table 1. Reasons for poor adoption of model based DSS in agriculture, mentioned by Stephens and Middleton (2002c), and their relationship with perceived utility (PU) and perceived ease of use (PEOU) of the technology acceptance model of Davis (1989).

<table>
<thead>
<tr>
<th>Reasons for poor adoption of DSS</th>
<th>Low PU</th>
<th>Low PEOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unclear definition of clients/end-users</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>No end-user input prior to or during the development of the DSS</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Inappropriate focus on scientific issues</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Questions are asked in the wrong way</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>DSS does not solve the problems that client is experiencing</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>DSS does not match their decision-making style</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Producers do not trust the output due to lack of understanding of the underlying theories of the models utilised</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Producers see no reason to change current management practices</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>DSS does not provide benefit over current decision-making system</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Limited computer ownership amongst producers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lack of field testing</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Cannot access the necessary data input</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Lack of technical support</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Lack of training</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Poor user interface</td>
<td></td>
<td>+</td>
</tr>
<tr>
<td>Poor marketing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor dissemination</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The benefits of farmer/advisor/researcher participation also seem to be confirmed by the enthusiasm of the farmers participating in SASRI’s My Canesim SMS irrigation advice pilot scheme. At SASRI, this is so far the project with the highest degree of interaction between developers and beneficiaries. Another clue that seems to appear from this project is that part of its success may be attributable to the fact that the farmers, who are the primary beneficiaries of the DSS, are not the ones who operate the system. This is also in line with the findings of Carberry et al. (2002) in the FARMSCAPE project, which eventually resulted in the establishment of a commercial training and accreditation programme in model use.

An additional advantage of the participatory approaches advocated is that frequent and intensive interaction between researchers, farmers and advisors would also help to enhance the practical relevance of the research agenda without compromising scientific rigour. Hence an upward spiral may be set into gear of more industry-relevant on-farm research, improved models and DSS, improved assessment of management opportunities, more successful implementation, and early detection of new industry-relevant research opportunities (Carberry, 2001; Carberry et al., 2002; McCown et al., 2002). In this integrated approach, model development and application could generate a spin-off which goes beyond the direct DSS beneficiaries and which, if properly valued, would co-justify the development costs. The question remains whether the very high (and costly) degree of interaction of the FARMSCAPE approach is always necessary, or whether more modest approaches can also be successful. Bristow and Keating (2003), reporting on the experience from a ‘lighter’
collaborative research approach for the Australian sugar sector, concluded that real progress towards improved systems requires a redoubling of efforts to engage with the human aspects of these systems.

Developers of DSSs may become more sensitive to the requirements of potential users, and the upcoming generation, which has literally grown up with computers, may have different perceptions regarding usefulness and ease of use of DSSs than the diminishing group of those who have not. Farmers in such scenarios will use DSSs at their homes for certain applications, but it seems highly unlikely that they will have the time to learn and understand all implications of the results of crop growth models. The mature phase in DSS development for farming may be within reach: Analogous to their complementary role in research, crop growth models in DSS will add value to the role of Extension Officers and consultants, allowing the replacement of much of the ‘gut feeling’ and generalised rules of thumb with farm-specific hard data. It would be naïve though, to assume that computer models will ever replace their expertise overseeing the full complexity of farming, let alone the human dimension.

Conclusions

Crop growth models are powerful tools in agricultural decision support at the operational, strategic and exploratory levels. Arrested development in an ever more competitive environment will be the medium-term consequence of not developing and applying them.

Prime conditions for utilising the full potential of crop growth models in decision support are that model developers better understand (i) the need for support in agricultural decision-making and (ii) the willingness and capacity of envisaged users to absorb this technology.

Models can play an important role in the interface between farmers, researchers and advisors in participatory research approaches where agricultural research, model development and testing, and application of model-based DSSs can be mutually enhancing.

A possible prime future role of crop models in DSSs for farming is to add value to the role of Extension Officers and consultants by replacing much of the gut feeling and rules of thumb by farm-specific data, and not to attempt to replace their expertise overseeing the full complexity of farming.
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